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Excited States of lodide Anions in Water: A Comparison of the Electronic Structure in
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A new computational approach for calculating charger-transfer-to-solvent (CTTS) states of anions in polar
solvents is presented. This is applied to the prototypical aqueous iodide system when the anion is placed in
the interior or at the gadliquid interface of a bulk water solution or hydrated in small gas phase clusters.
The experimental vertical detachment energies and CTTS transition energies are quantitatively reproduced
without any adjustable parameters. The representative shapes of bulk CTTS wave functions are shown for
the first time and compared with cluster excited states. The calculations start with an equilibrium classical
molecular dynamics simulation of the solvated anion, allowing for an extended sampling of initial
configurations. In the next step, ab initio calculations at the MP2 level employing an extended diffuse basis
set are performed for the anionic ground and lowest triplet state, as well as for the corresponding neutral
system. It is argued that due to the small singteiplet splitting, the triplet state is a good model for the
experimental CTTS state. The present calculations on aqueous iodide ion are made computationally feasible
by replacing all water molecules (or all waters except for the first solvation shell) by fractional point charges.

It is concluded that the bulk wave function is mainly defined by the instantaneous location of voids in the
first solvation shell, which arise due to thermal disorder in liquid water. The key ingredient to CTTS binding

in the bulk is the long-range electrostatic field due to the preexisting polarization of water molecules by the
ground state iodide ion. This is very different from the situation in small water clusters, where the CTTS
state is an order of magnitude more fragile due to the lack of long-range polarization. Therefore, it is argued
that the electronic structure of small halide clusters cannot be directly extrapolated to the bulk.

1. Introduction excited anion into a nearby cavity site in the surrounding solvent

Aqueous halide anions exhibit intense absorption bands in ©© _T_orm a sollvated gleictrrc])n. ditionally b invoked
the deep ultraviolet. The transition energies for these bands are wo simple models have traditionally been Invoked to

strongly dependent on solvent, temperature and perturbationsdescribe the CTTS phenomenon. The first emphasized that the

to the solvent environment surrounding the anion (e.g., addition €/€Ctron is bound by the existing long-range polarization of the

of salt, sucrose or cosolveritBecause these electronic bands solvent at the instant of excitation. This model was advanced
are absent in the isolated gas phase ion, the transitionsby Platzmann and Franck and refined as the “diffuse” model

ini = 4,13,14 i _
responsible for this absorption are assigned as charge-transferpy Treinin and co Wo_rkeré. The alternative model con-
to-solvent (CTTS). For aqueous,|the lowest CTTS band centrates on th_e conflnement of the promoted eIe_ctron within
component rises around 260 nm and peaks at 225 nm (5.5%V). f[he solvent cavity su_rroundmg the aniB*The confinement
The vertically excited state is believed to have the promoted is due to the repulsion Of the CTT.S elgctron by' the solvent
electron spatially extended over the solvent shell but still €lectrons thatleads to a simple particle in a box picture for the
centered on the iodine atoht The CTTS state is quasi-bound: excess electron. This “confined” model is rather similar to the
excitation into the iodide band is accompanied by the production description of F-centers in alkali ha“d? glasses apd crystals and
of solvated electron®® There is a long history of attempts dating to the solyated glectron In wa?@r.l_\lotlce that F‘e't.her model
back to work by Franck in the 1920s to understand the nature concerns itself with the central iodine atom which is a spectator

of these bandsand, with the discovery of the hydrated electron and simple thermodynamicsformulas are require(_j to predict the
in 1960s7 to understand how the structure of the excited state M€Y of the CTTS bantf® Such thermodynamic cycles do

relates to the mechanism for appearance of a solvated electrongorremIy predict CTTS bands in several inorganic anions and

Recent experimerits!! on aqueous iodide have shown that, in coordination compounds but the lack of a unified and
accord with mixed quantum/classical molecular dynamics guantitative treatment of the electronic structure of the CTTS

simulations!? electron transfer proceeds within 200 fs from the sta’ge remained. The reader is referred to Blan(jamer.and FO,X S
review for comparison of these models and their relative merits
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solute, examined the iodide CTTS system in dé#dit.21 Borgis in generalizing the cluster results even qualitatively. This can
and Staib explored the chloride CTTS system with a similar be contrasted with the tendency for surface solvation of
approact??-25 Both groups use mixed quantum/classical simu- polarizable anions such as iodide, which, although much stronger
lations that include nonadiabatic transitions between electronic in clusters, is one property that has been predicted to carry over
states so that the dynamical evolution of the excess electronto the bulk: there is an excess of iodide in the interfacial layer
could be followed during preparation of the nonequilibrium of agueous iodide solutior{§:4
initial state. One of the earlier results from Sheu and Rossky’s  Our studies are therefore motivated by an interest in finding
calculations was a simulation of the CTTS absorption bdnd; accurate methods for computing the vertical excitation energies
however, no attempt was made to get quantitative agreementof anions in bulk wate? by ab initio methods and connecting
for the band position with experiment. The likely source of the how the energy of the lowest CTTS state transforms from cluster
discrepancy with experiment is the limited treatment of the to bulk. We focus here on the prototype charge-transfer-to-
electronic structure of the iodide ion (the use of a one-electron solvent system, l(aq). As a secondary goal, we are interested
model). It would be extremely useful to make accurate estimatesin understanding the nature of the CTTS absorption spectrum,
of the CTTS binding energies and vertical transition energies its width and oscillator strength. In this paper, we describe an
so the spectra of various inorganic anions in polar solvents couldab initio model that is predictive for the energies of CTTS states
be predicted. Only a handful of common anions have assignedand is readily applicable to a range of molecular anions in water.
CTTS transitions in solutiok!® although these types of bands We stress that our approach is complementary to that of the
should be relatively pervasive for anions in polar solvents.  nonadiabatic quantum dynamics simulatiéh¥’ 2> which al-
Another new twist in the story of the halide CTTS system is [0Ws for simulation of the full absorption line shape as well as
the recent advent of cluster experiments in the gas phasepredmtlon of the_ detachment_ dynamlcs_ after CTTS excitation.
addressing the spectroscépgind dynamic of CTTS “precur- However, the price for following the trajectory of the electron
sor” states in hydrated iodide. Prompted by the cluster work, I ime is to sacrifice a full description of the electronic structure
several ab initio calculations finding solvent stabilized excited ©f the solute. Our strategy in contrast is to use an ab initio
states of anions have appeared within the last two y&a#%. treatment of the solute and first solvent shell while treating more

As the clusters possess neither complete confinement nor arfistant waters as point charges; however, we will be limited to
extended polarization of the environment it seems reasonableconsider only time snapshots that simulate the vertical transition

to reexamine the electronic structure of the CTTS state in bulk INitiated by the photon. This allows an excellent description of
solution and further explore whether an ab initio description

the excited state eigenstates at time zero as well as an estimate
can be found for the latter. In particular, it is interesting to of the inhomogeneous contribution to absorption line shape. The
explore the dominant ingredients that lead to solvent-induced

shape of the initial wave function is, in fact, rather suggestive
electron binding in the vertical CTTS state and ask whether

of the subsequent dynamics. In a later paper, we will examine
there is a useful connection between the electronic structure ofthe higher lying CTTS states and the forces on the solvent
halide excited states in water clusters with that in agueous .

molecules in the lowest CTTS state at time zero. This latter
solution. Rather simple questions may be posed: what is it about'nform"jltlon can be used to further quantify the CTTS line shape,

the solvation environment that leads to the appearance of CTTSImeqICt the Ra”.“a” active modésind point to the doml_nant
states and how many solvent molecules are required? motions at earliest times that lead to electron separation. We

. . s o show that accounting for the long-range polarization field of
It is perhaps important in this regard to distinguish two classes

. > ; the solvent with point charges at the positions of the solvent
of hydrated anion structures in clusters. Theafaceisomers atoms, even including the first solvent shell merely as point

hav_e the halide io_n asymmetrically solvafééor the;e clusters, charges, is sufficient to reproduce the CTTS energy and wave
excngd states exist because the excess electron is bpund by thgnction of iodide in water. Finally, we emphasize the impor-
net dipole moment of the water network. These excited statesynce of solvent fluctuations in the room temperature description
are akin to the dipole-bound ground states of excess electrongs the aqueous solution.

in water cluster$>37 On the other handsolvated isomers,

which can also be termed interior or embedded structures, 2. Computational Methodology

correspond to configurations where the anion is largely encap-  The following computational strategy has been adopted for
sulated by water molecules. Because of this more symmetric calculating CTTS states of iodide in water clusters. The singlet
solvation, the net dipole of the water framework is smaller than CTTS states have the same spin multiplicity and, in general,
for surface isomers. Itis intuitive to focus on the solvated cluster the same symmetry as the ground state of the system. Therefore,
configurations of hydrated iodide in a first attempt to represent a rigorous quantum chemical procedure for their description
the bulk environment® However, the solvated geometries do should be based on a multiconfigurational description. Such an
not in general correspond to the lowest energy isomer of the approach, namely a complete active space multiconfigurational
ground state anion (e.g., in aqueous chloride, bromide, or iodide method with a second-order perturbation correction (CASPT2)
clusters)® Consequently, except in the recent stimulating paper has been recently adopted by Vila and Jordan for the description
by Chen and Shet?*1they have rarely been examined in cluster of the I"(H,0), cluster33 Unfortunately, CASPT2 calculations
calculations for their excited state spectrum. As we will are highly demanding computationally and become impractical
emphasize, the solvated structures typically have very small for larger systems, which are in focus of the present study. In
electron binding energies for the excited states of the anion. contrast, the lowest triplet CTTS state may be readily computed
There is a tendency by many researchers to look at solvationby methods based on the single-reference HartFeaek (HF)
phenomena by a “building-up” approach from clusters, assuming approximation.

that the first solvation layer captures a large part of the  For bare iodide in the gas phase, the lowest triplet, as well
condensed phase effect, and implying that small corrections dueas the first excited singlet states are unbound. Therefore, if a
to long-range polarization can be applied to yield the bulk result. bound triplet or excited singlet state can be found in a cluster,
We will examine this building-up approach in detail for the it is necessarily stabilized by the water environment. Further-
CTTS phenomena and find that one has to be extremely carefulmore, an electron promoted to an orbital corresponding to a
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CTTS state is only very weakly associated with the nuclear core the ion at the vaperliquid interface. Simulations have been
of iodine; therefore, the singtetriplet splitting is small. This run for 500 ps after 250 ps of equilibration. A total of 500
can be verified by reference to energies calculated for the geometries corresponding to snapshots along the MD trajectory
I~(H20)4 cluster by Vila and Jordan using the CASPT2 method, separated by 1 ps have been saved for further calculations.
or, less rigorously, by either inspecting configuration interaction  In a second step, we have performed MP2 calculations for
with single excitation (CIS) energies or comparing our triplets the ground state and the lowest triplet CTTS state of iodide
with energies obtained by Sheu et al. for the CTTS singlet statesand for the ground neutral iodine for 500 geometries along the
using single-reference wave functions (section 3.A below). In classical MD trajectory in water. This ensures fair statistics for
summary, the present approach is based on the possibility tothe vertical binding and transition energies. To make the
employ low-cost single-reference methods to calculate the lowestcalculations computationally feasible, we have replaced all 864
triplet CTTS state and, at the same time, learn quantitatively water molecules by point charges-60.82 for oxygen and 0.41
about the corresponding spectrally bright lowest singlet CTTS for hydroger?3 To verify this approach, we have also performed,
state. for selected geometries, calculations with water molecules in
For the evaluation of the lowest triplet CTTS state in iodide  the first solvation shell around iodide treated explicitly, the
water clusters, we have employed the Moli@esset second- ~ fémaining waters replaced by the above point charges. For the
order perturbation theory (MP2). While inclusion of electron latter calculations, a cutoff of 4.4 A has been employed to define
correlation is important in the cluster systems (vide infra), for the first solvation shell. These more complete and systematic
the more extended systems where the excited states aré@lculations atrepresentative snapshots allow evaluation of the
increasingly stabilized and electrostatic interactions dominate, Major factors influencing the CTTS stabilization in bulk solvent
amodest level of treatment of correlation is sufficient. However, compared to small clusters. For each of the 500 snapshots, we
great care has to be devoted to the choice of a proper anghave actually evaluated t_he energies of all the three subcom-
sufficiently flexible basis set. In particular, inclusion of very Ponents of the lowest triplet CTTS state (detached neutral)
diffuse basis functions is already crucial for reproducing ground C°rrésponding to electron promotion (removal) from one of the

state properties (such as iodide ionization potential and polar- €€ valence jorbitals of iodide. In addition, we have also
izability), this issue being even more important for an adequate performed CIS calculations, to obtain an estimate of the energy

description of the more diffuse CTTS states. As in the previous manifold of the low-lying CTTS states and of the corresponding

study of Chen et al., we have employed the diffuse functions singlet-triplet splittings. We carried through the basis set
augmented tripléz plus double polarization correlation- defined above for the cluster calculations to these “bulk”

consistent (d-aug-cc-pVTZ) basis set for all the 18 valence calculations. These calculations allow accurate estimates of the
electrons of iodid&€%*3This basis set has been further augmented CTTS b.and position and inhomogeneous W'.dth as well as the
by a very diffuse sp even-temperedatith six exponents energetic thresho!q for electrgn detachment into the gas phase.
forming a geometric series with a factor of 5 and lowest All of th_e ab initio calculations h_ave been perfqrmed with
exponent of 2.35¢ 10-6 aur2. The iodine core electrons have the Gaussian98 prograthThe classical MD simulations have

been treated by a relativistic “small core” pseudopoteritial, been carried out with the Amber6 program packéyge.
modified by Combariza et al. in order to reproduce the gas phase3. Results and Discussion

ionization potential of iodidé345This comparison assumes the
lower 2P/, spin—orbit state of neutral iodine; thus, all results
in this paper should likewise be referenced to the lower neutral
spin—orbit component in experimental data. Also consistent with

Chen and Sheu, a standard 6t31G* basis set has been ¢ yhe golvent-induced binding of the excess electron in clusters

employed for the water moleculésTests we made USiNg & a5 compared to the bulk. Table 1 summarizes our calculations
more extensive (aug-cc-pVDZ) basis for the water molecules ¢, 5 cluster systems: a small one containing two solvent

of small hydrated iodide clusters led to relatively small changes gjecules and a larger one with six waters. We have started
in both ground and triplet state binding energies. with the optimized geometries for iodide solvated by a water
For the study of CTTS states of iodide in bulk liquid water, dimer and for iodide placed in the interior of a water hexaffer.
a modified strategy has been employed. As a first step, a The latter is not the lowest energetic isord&t2however, it is
classical molecular dynamics (MD) simulation has been per- the smallest cluster that allows for modeling an iodide ion
formed. A single iodide ion has been surrounded by 864 water surrounded by a solvent shell. The question of the lowest energy
molecules in a box of roughly 3& 30 x 30 A and periodic conformation of t(H-O)s has been thoroughly addressed by
boundary conditions have been applied. In addition to bulk Kim and co-worker$® who consider several “book” or V-
water, we have also simulated a water slab possessing two air shaped isomeric forms, finding they areD.25 eV lower in
water interfaces by extending one of the box dimensions to 100 energy than the interior cluster considered here. Then, we have
A. Simulations have been performed at 300 K at constant computed the vertical electron detachment energy (VDE) from
pressure for the bulk, or constant volume for the water slab. A the ground state anion; this is equivalent to the total energy
polarizable SPC/POL model of water and a polarizable model difference between anion and the corresponding neutral cluster
for iodide have been employé85° The polarizability used for  at the equilibrium geometry of the anion (often called the vertical
I~ is 6.9 A34950 We note that this value, which takes into electron binding energy (VBE)). These calculations reproduce
account the solvent-induced decrease of polarizability, differs previous work®%43 Then at the ground state anion geometry,
from the gas phase value employed SHetn interaction cutoff we have computed the lowest triplet wave function and energy.
of 12 A has been used and long-range Coulomb interactionsWe have been able to locate bound triplets for both the dimer
have been summed up via the particle mesh Ewald algofithm. and interior hexamer systems. The vertical electron binding
In principle, one could also apply a different MD approach to energy for the promoted electron and vertical transition energy
embedding an ion in bulk water such as the spherical model of from ground to triplet state are shown in Table 1. The VBE’s
Warshel et al®2 however, that would not allow us to simulate are indeed small and the triplet state is rather fragile.

A. Gas Phase ClustersAlthough the focus of the present
work is in bulk electronic structure, we have found it useful to
revisit some cluster calculations to establish our computational
procedure. It is also illuminating to explore the relative sizes
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TABLE 1: Ab Initio Results for Hydrated Clusters of lodide Containing Two or Six Water Molecules

HF MP2 CIS experiment

Bare lodide anion

ground state VDE 2.420 3.033 3.0591

ground to triplet excitatioh(VBE) 2.420 (0.000) 3.033 (0.000) 3.458
|7(H20)2C

ground state VDE 3.214 3.880 3.919

ground to triplet excitation (VBE) 3.209 (0.0049) 3.868 (0.012) 4.238

ground to singlet excitation (VBE) 3.210 (0.0044) 3.871 (0.009) 4.258 (0.03)
V-shaped 1 (H,O)s*®

ground state VDE 4,131 4.822 5.19

ground to triplet excitation (VBE)

ground to singlet excitation (VBE) 4.003 (0.128) 4.608 (0.214 (0.23)
Interior I~ (H20)e"

ground state VDE 4.451 5.156

ground to triplet excitation (VBE) 4.419 (0.032) 4.940 (0.217) 5.237

ground to singlet excitation (VBE) 4.440 (0.041) 5.024 (0.13% 5.451

aVertical detachment energies (VDE, eV) are from the ground state anion to the lowest neutr\gtatieal excitation energies (eV) are from
the ground state anion to triplet and singlet excited states. Vertical electron binding energies (VBE) with respect to the lowest neutral state are
shown in parenthese$All cluster structures are from ref 43From ref 30.¢ The V-shaped conformation is the lowest energiHbO)s structure
considered in refs 43 and 30. See also ref 56 for a complete recent review of the lowest energy cluster conformations and agreement of VDE with
experiment! Reference 45¢ Reference 38" Reference 26.Reference 27.

To make direct contact with experiment and to evaluate
whether our approach focusing on triplets will be fruitful, we
compare the triplet transition energies to those for the first
excited singlet. Chen and Sheu converged the lowest excited
singlet state as a single reference state by using a neutral iodine
trial wave function. Strictly speaking, this HartreEBock excited
state solution is not variational, nor is the MP2 correction valid
for an unstable wave function. In contrast, the lowest triplet
state is rigorously computed by the single-reference unrestricted
Hartree-Fock method. Moreover, as the promoted electron is
only weakly associated with the nuclear core, the singlgblet
splitting is expected to be small and the highest occupied
molecular orbital (HOMO) in the triplet and singlet should be
very similar. For the purpose of comparison, we were able to
reproduce the singlet excited binding energy for the dimer using
Chen and Sheu’s prescription and include all the relevant singlet
CTTS data from their paper in Table3dThe singlet-triplet
splittings are confirmed to be quite small. For the dimer, the
difference between the triplet and excited singlet is negligible
(~3 meV); for the hexamer, the splitting has increased to 85
meV. In Figure 1, we show the shape of the triplet HOMO for
the interior hexamer; this compares very favorably with that of
the singlet state, as shown in Figure 2c of ref 30. Notice that
the promoted electron occupies space in the void but is in
Intimate Conta(_:t with a number_Of (electron deﬁmenp hydrogens. cluster. Each water molecule is shown as ball-and-stick and the iodine
(We note again that the interior (H-0)s structure is not the  414m is at the center of the figure. The isodensity surface has a cutoff
lowest energy isomer cluster. For completeness, data for theat 0.012. The state for which this orbital is the HOMO has been
lowest energy, V-shaped, isomer considered in refs 43 and 30considered a precursor to the bulk CTTS state. The wave function is
are reproduced in Table 1; although a slightly lower energy very similar to that depicted for the excited singlet in ref 30.
V-shaped isomer has been recently located by Lee ¥ al.

We have further employed the configuration interaction €V (again about 0.4 eV too high compared to the MP2 value).
singles (CIS) method to examine the CTTS manifold of excited The early calculations of Combariza et al. were unable to find
states. With a diffuse enough basis, the CIS method simulatesvertically bound excited states in water clust€rksading to a
the detachment continuum as a series of equal transition energyspeculation that dipole-bound excited states were beyond the
promotions with effectively zero oscillator strength and bound reach of the CIS method.In contrast, our results clearly reveal
states below the continuum appear as discrete excitations. Thehat with an adequate basis (i.e., with an appropriate choice of
CIS method captures two excited states below the detachmeniffuse basis functions) CIS yields satisfactory results. Overall,
continuum for the dimer and four for the interior hexamer, our comparison shows that the excited state singlet and triplet
although we can see that there is a systematic overestimationare quite similar and the energetic splitting is small and
of the transition energy (by0.3—0.4 eV) when comparing to  quantifiable by the CIS energies. This comparison confirms that
the MP2 triplet excitation energies. In comparison, CIS calcula- our triplet approach provides an acceptable strategy for estimat-
tion for the bare ion yields a series of continuum levels at 3.458 ing the CTTS transition energies and wave functions.

Figure 1. HOMO of the lowest triplet state of the interior hexamer
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While the cluster results help to shape the methodology and TABLE 2: Factors Determining the Vertical Electron
are interesting in their own right, they are but a small step toward Binding Energy (VBE) for Increasingly Hydrated lodide

an accurate description of the CTTS state in bulk water. ground state triplet state
Although the vertical binding energy for all anion states grows system VBE. (eV) VBE (eV)
rapidly upon an increase in the number of solvent molecules gare I ion 3.03 0

(see Table 1), there is another 2 eV of binding to be recovered - Clusteré

in the ground state until we reach the vertical detachment = = .0 w0 3.88 0.012
threshold for the bulk?-58 Chen and Sheu comment that the water hexamer interior cluster 516 0.22
CTTS transition energy for the interior hexamer is not far from  water hexamer interior in reaction field 6.23 1.31

the va]ue observed in the buikLikewise, Figure 2 in Serxner S Equilibrium solvent configuratin

experimental spectroscopy paper of hydrated iodide clusters (only one shell of waters considered)

implies there is a only a relatively small extrapolation in the solvent as charges 5.0 0.0002
transition energy from the CTTS precursor state with two to  solvent explicitly QM 5.2 0.015
four waters to reach the bulk transition ene?@tﬂow_eve;r, these Equilibrium solvent snapshbot

observations overlook the fact that the electron binding for both  (Extended treatment of solvent)

ground and excited states in the bulk are both well over 1 eV bare ion in reaction field 5.8 1.36
larger than observed in the hexamékVe will argue that this all solvents as charges o 6.9 1.83
change in total electron binding leads to a qualitatively different ]f!rSt Sﬂe” me rema!nger reacrt:on field 67-51 °i9689
form of the CTTS wave function, and thus the correct bulk irst shell QM, remainder as charges : '
description is not possible without including the effect of the Experiment 7.4 1.6
extended environment into the calculation. aVarious methods for incorporating the continuous solvent medium

B. Reaction Field. The simplest effective treatment for taking are compared. MP2 energies used throughout. All calculations use same
into account the extended nature of the solvent in the bulk is to basis (see text). QM= quantum mechanical (ab initio)Interior
encapsulate the ion or ionic cluster in a dielectric contingim, ~nexamer cluster also taken from 3®Based on single snapshot (50
The polarizable continuum method has been extensively usedfesf) ggogngi?glse't TCr¥1e_§hgleiE r;)c:)tgiﬁgnrlls(srngfnlf)r.om ref S7Based on
in calculating the effect of solvation on equilibrium properties.

It is interesting to consider if the polarization induced in a it an equilibrium continuum model, should overestimate the

cont!Fuum solvehnt field is able to c;]aptur.e. the Emejzero solver;t electron binding energy since it includes the additional stabiliza-
stabilization of the CTTS state in the spirit of the diffuse model {j5 que to relaxation of the nuclear polarization after vertical

of Franck and Platzmann and Treirfit A similar approach oy citation. Moreover, we will see that, in comparison to the

has been attempted by Christiansen et al. to compute ab initio,se of 4 more textured electrostatic potential for the extended
the absorption spectrum of liquid waféfTo properly calculate  govent environment, the cluster plus reaction field model misses
the vertical excitation energy, the polarization of the dielectric o key features. Namely, it fails to get the correct shape of
needs to be broken into the instantaneously responding electroniGne excited state wave function and omits the substantial
contribution of the solvent molecule electron clouds and the \,ariation in the binding energy due to solvent fluctuations.

slowly responding polarization due to the positions of the solvent -~ |assical Equilibrium MD Results. To include the
nuclei®® The latter should be frozen to compute the vertical yisorder intrinsic to liquid water, we turn to the use of
transition energy. Methods have been constructed to computegqyilibrium molecular dynamics simulations to sample the
this nonequilibrium reaction field respon®e;*but they are not \ariety of solvent configurations around the (ground state) anion
available within standard electronic structure packages. We that exist for a room temperature solution. We note that due to

therefore made only a trial foray into exploring & continuum  thermal disorder, even the first solvent shell in these configura-
treatment. We used the Tomasi polarizable continuum modeljons s unlikely to be as favorable for stabilizing the halide

(PCM)? as implemented in Gaussian98, around bare iodide anion as the low-temperature cluster configurations examined
and around the interior (H2O)e structure to see how much  ghgve. Further, due to the strong soluselvent coupling, we
stabilization results for equilibrium polarization. Both repre- expect a large dispersion in the calculated vertical electron
sentations show substantial additional triplet bindird. V). binding energies from this ensemble of configurations. First,
We prefer the calculation with the first water shell explicitly |et us examine the equilibrium properties predicted by the
included as this freezes the nuclear polarization at least in the¢|assical molecular dynamics.
first shell and avoids the possibility of a substantial fraction of  From a 500 ps equilibrium simulation, the iodidexygen
the triplet HOMO wave function spilling outside the PCM  (aqia) distribution functiong,_o(r) is computed and shown in
cavity. Table 2 also includes a result for a self-consistent reac- Figure 2. The simulated(r) peaks at 3.55 A and has a minimum
tion field around iodide embedded inside a first solvent shell around 4.3-4.4 A, both in good agreement with experiméht,
captured from the MD run (see below). The binding energy of and they(r) is in close agreement with that reported by D&hg.
the CTTS triplet state at the MP2 level is again increased by |odide, as a particularly large and soft anion, is not expected to
~1 eV compared to stabilization provided by the first shell strongly order the solvent and this is evidenced by the weak
only. second and third recurrence in the simuladéd; these are even

It is often stated in the literature that much of the condensed weaker in the experimental X-ray determinatiéfdhe com-
phase effect on solute electronic structure may be reproducedputed average number of waters in the first solvent shell is 8.5,
by using a gas phase cluster as the first solvation shell in using 4.4 A as the cutoff for the +0O distance, in good
conjunction with a continuum model for the long-range solvent agreement with experimeft.
effects®0 We see that indeed a substantial part of the electron D. Ab initio Calculations at Instantaneous Molecular
binding for anion ground and triplet states derive from other Dynamics Configurations.Our strategy is to find the vertical
long-range polarization, and about 80% of this effect is captured energy separations between the anion ground, CTTS and neutral
by the reaction field approach. Note that our test result, obtainedstates by ab initio methods for an ensemble of solvent
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1 two approaches give quite similar results and it is clear that
although a triplet state is bound in both approaches, the vertical
21 binding energy is negligibly small, and smaller even than that
for the interior hexamer cluster. We emphasize that the geometry
: of the first shell from the room temperature snapshot is quite
~ different from the minimum energy geometry expected for that
¢ 17 size cluster. This effect is reflected in Table 2: the ground state
a0 binding energy, which mostly reflects the strength of the anion
solvation, is only comparable to the interior hexamer cluster,
despite the larger number of waters (eight) in the snapshot
calculation.
. T : Next, we include the effect of all 864 water molecules from
0 ) 10 15 the molecular dynamics simulation. The distant waters are
° included as distributed fractional point charges explicitly on
o (A) oxygens and hydrogens to capture the extended electrostatic
Figure 2. Simulated iodide-oxygen radial distribution function based ~ Polarization of the environment. As before, the binding energies
on a 500 ps classical molecular dynamics run. are compared for two models: when the first solvent shell is
treated fully ab initio and when even this shell is treated as
configurations in the MD run. First, for a small set of solvent point charges. We note that the former model is already
configurations from the equilibrium MD run, we made a few relatively expensive for a statistically relevant number of MD
tests to evaluate the approach of treating the solvent by geometries. An even more sophisticated approach based on
distributed charges. This also allowed for decomposing the treating two full solvent shells quantum mechanically with the
excess electron binding energy for each of the anion states intoremainder as point charges would require more than 800 basis
that arising from the first water shell and that from the extended functions and is therefore computationally rather prohibitive.
orientational polarization of the solvent. However, the results in Table 2 show that the explicit inclusion
Initially, to make a direct comparison with the interior of all electrons on the first water shell, so as to include the
clusters, we take only the first solvent shell from a MD snapshot. effect of Pauli repulsion between the diffuse excess iodide
Table 2 compares the ground and triplet state binding energieselectron and electrons on the neighboring solvents (and to
for a single snapshot when the first shell solvent molecules areinclude the electronic polarization of the electrons in the first
treated explicitly in a full ab initio calculation (comparable to shell waters), seems relatively unimportant. The triplet binding
the cluster calculations above) and when the solvent shell energy calculated by the two approaches differs only by 8%.
appears in the ab initio calculation only through its atomically This same comparison has been made at five additional
resolved electrostatic field around the anion. Interestingly the snapshots; these results are given in greater detail in Table 3.

TABLE 3: lodide lon Electronic Properties Evaluated at Several Instantaneous Snapshots during the Molecular Dynamics
Trajectory @

first shell (N waters) explicit, remainder charges all 864 waters as charges
HF MP2 CIs HF MP2 CIs
50 ps,N=8
ground state VDE 6.374 7.134 6.271 6.867
CTTS triplet 4.981 (1.393) 5.441 (1.694) 5.779 4.636 (1.636) 5.041 (1.826) 5.286
CTTS singlet 6.148 5.637
100 psN=9
ground state VDE 5.795 6.551 5.821 6.414
CTTS triplet 5.182 (0.613) 5.512 (1.039) 5.943 4.923 (0.898) 5.266 (1.148) 5.526
CTTS singlet 6.291 5.873
150 psN=9
ground state VDE 6.036 6.805 5.975 6.569
CTTS triplet 5.265 (0.772) 5.924 (0.881) 6.236 4.926 (1.049) 5.291 (1.278) 5.543
CTTS singlet 6.433 5.872
200psN=9
ground state VDE 6.390 7.157 6.345 6.936
CTTS triplet 5.855 (0.535) 6.151 (1.006) 6.533 5.270 (1.075) 5.549 (1.388) 5.810
CTTS singlet 6.892 6.212
250 psN=7
ground state VDE 6.986 7.771 6.941 7.526
CTTS triplet 6.070 (0.916) 6.280 (1.491) 6.771 5.478 (1.463) 5.777 (1.749) 6.022
CTTS singlet 7.095 6.409
300 psN=9
ground state VDE 5.790 6.550 5.717 6.311
CTTS triplet 5.409 (0.381) 5.551 (1.000) 6.065 4.893 (0.824) 5.226 (1.086) 5.485
CTTS singlet 6.438 5.852

@ These snapshots are used to characterize the two approaches: explicit ab initio treatment of the water molecules in the first solvent shell with
the remainder contributing as point charges and uniform treatment of all waters as chMEs. vertical detachment energy from ground state
anion to the lowest neutral state (in eV¥)}or the CTTS states, the vertical excitation energy from the ground state is shown, with the CTTS state
vertical electron binding energy given in parentheses. All energies in eV.
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Figure 3. HOMO of the CTTS triplet state. lodide in a box of 864 water molecules, captured at one instant in a molecular dynamics trajectory.
The first solvent shell (defined by a cutoff in the+O radius at 4.4 A) is shown with ball-and-sticks. All electrons on these water molecules are
explicitly included in the ab initio calculation. The remaining waters (shown as sticks) are replaced by partial charges at the oxygen and hydrogen
atoms in the calculation. The waters molecules outside the first shell are depth-cued: if the solvent is near the anion center, it appearsebright, whil
those at large distances appear dark. The molecular orbital (isosexf@d@25, blue mesh and white solid lobes are opposite sign wave function
amplitude) is directed into a low-density section of the first solvent shell. There is a clear node in the one-electron wave function between the iodin
atom and the main amplitude lobe (in blue). (Inset) lodide and the triplet HOMO with only the first solvent shell shown.

The most immediate message from Table 2 is that the triplet splitting is increased as expected for a more strongly
inclusion of the long-range electrostatic field beyond the first bound CTTS electron. However, it is still small enough so that
hydration shell leads to an additional 2 eV stabilization for the the triplet calculations continue to provide a good basic descrip-
ground anion state relative to the neutral. Likewise, virtually tion of the electronic character of the CTTS states in the bulk
all the triplet state binding results from the long-range preexist- and, since they are reliably converged, they allow for extensive
ing (i.e., caused by the ground state anion) nuclear polarizationsampling of geometries as shown below. Results from the CIS
of the solvent. Inspection of Tables 2 and 3 indicates that the calculations are discussed in further detail in section 3.G.
point charge treatment of all solvent molecules turns out to be Let us turn to the shape of the electronic wave function
a surprisingly accurate approximation, as judged by comparisonpredicted from these calculations for the triplet CTTS state. The
to experimental values for both the anion ground and CTTS promoted CTTS electron occupies an orbital (Figure 3) with a
binding energy, and the relatively small changes in these highly asymmetric shape. There is a radial node in the wave
energies when treating the first shell quantum mechanically. function. The outer lobe (blue mesh in Figure 3) is extremely
Note also, that a Hartreg=ock treatment of the iodide already diffuse, centered at a radiu§ ® A while the inner lobe resides
captures a large part of the binding energies but it consistently close in to the iodine. The volume of the outer lobe-#5 A3
underestimates it by0.5 eV compared to the MP2 result for  for a cutoff isodensity value on the wave function amplitude of
both cluster and bulk systems. We conclude that the distributed0.025 A-32, Inspection of the promoted electron orbital in each
charges model for all solvent molecules for recovering the of six snapshots detailed in Table 3 indicates that the most
instantaneous nuclear polarization of the solvent is accurate andconcentrated region of electron density is channeled into void
captures most of the essential physics. Careful comparison ofregions in thdirst solvent shell and thus the shape of this orbital
the ensemble average values with experiment is made in sectioris defined by the asymmetry of the water environment around
4, the iodide at the instant of photoexcitation. Consistent with the

Single-point CIS calculations (Table 3) at the geometries of rather small differences in the binding energies, there is only a
each of the representative snapshots point to an approximatelyvery small change in the shape of the triplet HOMO when
constant splitting between the lowest triplet and singlet excitation comparing with computations using a less rigorous, purely
of 0.3—0.4 eV. We note that compared to clusters, the singlet electrostatic treatment of the first solvent shell. This suggests
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TABLE 4: Statistics from Snapshots from a 500 ps Dynamical Run for I Embedded in Bulk Water or Sitting at an
Air —Water Interface?

iodide MP2 ground state MP2 triplet state  MP2 ground triplet CIS ground triplet CIS ground singlet

environment statistic VDE (eV) VBE (eV) energy (eV) energy (eV) energy (eV)
average 7.050 1.504 5.535 5.674 6.113
bulk mini_mum 5.912 0.679 4.634 4.897 4.897
maximum 8.278 2.335 6.143 6.205 6.910

standard deviation 0.405 0.329 0.188 0.175 0.221

average 7.176 1.760 5.416 5.567 5.970
interface minimum 6.209 1.110 4.788 4.988 5.202
maximum 8.389 2.614 5.973 6.067 6.618

standard deviation 0.346 0.267 0.176 0.168 0.197

a All waters are treated as point charges in ab initio computations. The basis set now includes an extra diffuse d set on iodide. Vertical binding
and transition energy estimates are from MP2 energy differences or from CIS computations starting with ground state anion reference.
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Figure 4. Vertical electron binding energy from the anion ground (left panel) and first triplet state (right panel). Statistics collected from solvent
configuration snapshots over a 500 ps equilibrium molecular dynamics run.

that electron density is not artificially trapped at the hydrogen ref 21 we retained the d-function supplemented basis in our
atoms when the first shell is included only by point charges. final production run. Thus, we computed the vertical ground
Such a localization of the electron near hydrogens would result state and triplet binding energies for bulk &t every 1 ps of
in a prohibitively large kinetic energy penalty; therefore, it does the 500 ps run.
not occur even when the hydrogens are modeled simply as A summary of the resulting statistics from this run is given
positive fractional charges. in the upper part of Table 4. The average electron binding
E. lodide in Bulk Water: Ensemble of Vertical Energies. energies are comparable to the “representative snapshot” shown
The results in the previous section give us confidence that thein Figure 3 and detailed in Table 2; the average triplet state
relatively simple and computationally cheap model where the binding is substantially larger than for the gas phase clusters.
solvent is merely treated by an extended, but atomically In Figure 4, we have plotted a histogram of the energies of anion
resolved, charge distribution captures the essential physics ofground and lowest triplet CTTS state relative to the vertically
the phenomenon. However, it is immediately apparent from detached iodine. There is considerable spread in the vertical
Table 3 that there are relatively large variations in the vertical detachment energy at different solvent configurations, and this
energies as the solvent samples different configurations aboutphysical distribution is more significant than the numerical
the anion. Therefore, we accumulated greater statistics with theinaccuracies resulting from choice of basis set, solvation shell
distributed charges electronic structure model for an ensemblemodel, or singlettriplet splittings we have concerned ourselves
of solvent geometries sampled over the room temperature MD with above. As the fluctuations in ground and triplet binding
run. energies are correlated, the excitation energy standard deviation
Sheu and Rossky’s results emphasized the lowest CTTS waves smaller but still is~0.2 eV. Thus, solvent fluctuations are
functions as having considerablectaracter at the instant of  highly significant in a description of the bulk electronic structure
excitation?! Supplementing our basis with an identical geometric and entirely omitted from traditional modéfs:15.16.65r from
series of diffuse d-functions as the sp-series used leads to onlya cluster-embedded-in-continuum appro&chhe spread in the
a very slight 0.1 eV) stabilization of both the ground and vertical excitation energy will be discussed in more detail when
triplet states in each of the snapshots of Table 3. However, aswe consider the CTTS line shape.
there is a slight change in the shape of the promoted electron F. lodide at the Air —Water Interface. It has been shown
orbital and as we wish to compare our CTTS wave function to recently that iodide in water exhibits surfactant activity,, ii&s
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Figure 5. Typical shape of the HOMO of the triplet CTTS state for iodide at the-water interface. lodide (purple) is at the surface of a slab

of 864 water molecules, captured at one instant of a molecular dynamics trajectory. The implementation of the slab configuration in the MD via
a periodic box extended in one direction is schematically shown in the inset. All waters are replaced by partial charges at the positions of oxygen
and hydrogen atoms in the ab initio calculation (see text). Notice that the molecular orbital (isoser@a625, white and blue lobes are of
opposite sign wave function amplitude) is directed toward the bulk and not into the vapor phase.

concentration at the aitwater interface is enhanced with respect The electron binding is similar, but slightly greater, for iodide
to the corresponding bulk vald&#1Various recent experiments  at the interface compared to that buried in the interior. This
have selectively probed iodide at the liquidapor interfacés 66 can be rationalized as follows. First, the long-range disorder in
From this point of view, it is of considerable interest to a liquid smears out to a large extent the difference between
investigate the character of the CTTS state for surface solvatedvarious solvation sites. Second, a surface solvated iodide loses
iodide. For this purpose we have performed MD simulations binding to one or two waters in the first solvation shell which
of a water slab with the anion initially place at the vapor is, however, compensated by the rise of induction energy due
water interface (see inset of Figure 5 and ref 67 for details). to an asymmetric solvation of a polarizable solute in a polar
Due to the preference for surface solvation, iodide actually solvent?® As a result, on average iodide acquires 0.1 eV of
remains in the interfacial region for the duration of the MD additional binding at the interface compared to the bulk. In the
simulation without imposing any additional constraints to its CTTS state this difference increases to 0.26 eV. This can be
motion. attributed to the increase of iodide polarizability upon excitation
The results for the slab simulation, concerning binding to a more diffuse (and therefore more polarizable) CTTS state.
energies of the ground and lowest triplet CTTS states of iodide  Clearly, the behavior of iodide in the bulk differs from that
along a 500 ps trajectory are summarized in the bottom of Table in finite size clusters, where the effect of surface vs interior
4, and a typical wave function of the CTTS electron is depicted solvation on the binding of a polarizable anion is much more
in Figure 5. The most important conclusion is that the character pronounced’ For example, for surface iodide in water clusters,
of the CTTS state, as well as of the ground state, does notthe CTTS precursor state corresponds to a dipole-bound diffuse
depend qualitatively on the (interfacial or interior) solvation site. electron outside the cluster, while at the bulk interface the CTTS
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electron is located in a cavity within the solvent (see Figure 5)
rather than pointing into the low-density phase. Finally, we note
that our findings concerning surface vs bulk solvation of iodide
are in accord with a recent study of the solvation of chloride
anion in various aqueous environmeftts.

G. Symmetry Breaking of the Occupied p-Orbitals. So 200-
far, we have concentrated on the lowest single excitation into
the triplet and neutral manifold; however, there are three low- )
lying one-electron excitations possible that derive from the three *g
valence porbitals of I. Due to the asymmetry of the solvent, =
the porbitals are no longer degenerate. Vertical CIS single-
point calculations at several solvent snapshots clearly point to
three excitations in the singlet manifold with significant
oscillator strength, whose excitation energies are closely clus-
tered (within 0.25 eV); likewise, there are three excitations in
the triplet manifold with similar splittings. The orbital to which
the electron is promoted in each of the three low-lying
excitations has primarily-sand pcharacter. For both multiplici-
ties, there is a-0.5—0.7 eV gap until the next higher states in
the CIS excited state spectrum. Promotions to orbitals with a
substantial echaracter occur in our calculations at energies much
closer to the continuum. The CIS calculation also provides
estimates for the singlet transition oscillator strengths. For each
singlet subband within the first CTTS set of states, the oscillator 04
strength is~0.15, giving a combined strength for the lowest
band of 0.45. Itis interesting to note that if only the first solvent Lo
shell is included in the calculation, then the CTTS band has Transition Energy (eV)

very little oscillator strength. This highlights the importance of Figure 6. Anion-triplet transition energy spectrum from the same MD
_the Ior)g-range polarization in reproducing both the position and run as for Figure 4. The lowest three components of the triplet band,
intensity of the CTTS band. corresponding to promotion of each of the three occupied valence p

To get an estimate for the relative broadening of the CTTS electrons of t, are computed. Numerical convergence is achieved for
band by the solvent-induced breaking ebbital degeneracy all three components in a total of 380 snapshots. The energy gap with
as compared to the inhomogeneous broadening due to fluctuathe ground anion state is histogramed; the band components are shown
tions in the surrounding solvent configuration, each of the three as black lines and t_he oyerall distribution of transition energies is shown
subcomponents of the triplet and neutral manifold of states 'C'; geee\? + A Gaussian fit to the overall band shape (red) has fwhm
corresponding to promoting the different iodidelectrons were _ ' o i
computed. Figure 4 shows only the energy difference betweeninfer the bulk vertical ionization energy, the experlmen'g are
the lowest components of each manifold. The spectrum of actually only sensitive to theurfaceof the aqueous solutict;

vertical excitation energies from the anion ground state to the @1d thus should be compared to interfacial simulations. The
full CTTS triplet band, and its breakdown into subbands is "€Sults in section 3.F suggest that surface iodide is bouhd
represented in Figure 6. The average transition energies for the€V More strongly compared to an ion truly in the bulk. This
three subbands are 5.53, 5.65, and 5.78 eV, and the full width further reduces the discrepancy between experiment and simula-
at half-maximum is 0.49 eV. The singlet CTTS spectral band tion. Overall, we consider the agreement with the photoemission

would be expected to be similarly constituted but shifted to €XPeriments to be good.

higher energy by~0.4 eV, based on the CIS singletiplet To consider the performance of the model for anion excited
separation (Table 4). ' states, we can compare to the spectral band for the lowest |

CTTS transition in water at room temperature. The experimental
band is centered at 5.5 eV with a full width at half-maximum
(fwhm) of 0.6 eV; this band corresponds to the low-energy band
Our bulk calculations predict two vertical energy gaps that of a spin—orbit doublet. Figure 6 shows the histogram of ground
may be compared with experiment. An estimate of the vertical to triplet transition energies: when all three p subbands are
electron binding from the ground state of agueous iodide is given considered, the central transition energy is 5.6 eV. A Gaussian
by the photoelectron emission threshold. Watanabe and co-gives a good fit to the histogram and has a fwhm of 0.5 eV.
workers report a threshold energy of 7.02 ¥W8 At the However, it is not the triplet manifold that carries the oscillator
photoelectron threshold, the optical excitation accesses thestrength for transitions from the ground state. Using the CIS
transitions from the least favorably solvated iodide anions and CTTS singlet-triplet splitting as a guide, we would predict an
from the highest lying forbital. Strictly, the experimental values  absorption spectrum similar to the histogram shown in Figure
should be compared with the low binding energy wing of Figure 6, displaced to higher energy by 0.4 eV. Therefore, the
4 and our model appears to be slightly underestimating the distributed charge model would put the CTTS band center at
threshold. There is obviously better agreement between experi-5.9 eV. Once again, we consider this level of agreement with
ment and theaverage binding energy from the distributed experiment quite promising, particularly considering the first
charges simulation (7.05 eV; Table 4). Treating the first solvent principles nature of our quantum chemical calculations. The
shell inside the ab initio calculation would increase the binding good agreement in both the ground-CTTS energy gap and the
energy on average by0.2 eV (Table 3). Further, although the ground state anion vertical detachment energy with experiment
experimental values are taken by Watanabe and co-workers tomeans that we are quantitatively reproducing the excited state

100+

Intensity (arb.

4. Comparison with Experiment
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vertical binding energy. To further elaborate on the character electron’® the line would appear to be standard Lorentzian due
of the manifold of the excited states, one would have to include to the higher transition frequency. As the experimental line is
explicitly the effect of the spirrorbit interactions. A promising  Gaussian, this would seem to support inhomogeneous broaden-
strategy would be, e.g., to treat the sporbit couplings starting ing such as that described in our model. This notion is confirmed
from a diatomics-in-molecules appro&ef® for the iodine by very recent hole-burning experiments on the related Na
atom—electron pair. CTTS systenf’

The average oscillator strengtk@.45) predicted by the CIS )
calculations for the combined set of three lowest singlet 5. Conclusions

excitations is in good agreement with experiment. The overall Shape of the CTTS Electron Orbital. The promoted

OSC'"?tor tst{engtht for.the ?panka)rb;t 2pl|t odz?#b-ﬁ[' 'nhth?d electron in the CTTS state occupies available free space
experimental Spectrum 1S quolted by Jortreer .4 7. This Shou primarily in the first solvent shell (Figure 3). This sensitively

be C(_)r_npared to a total possible_ oscillator strength of 6 for depends on the instantaneous solvent asymmetry and gives a
transitions promoting any of the six 5p glectrérﬁ’é.‘l’he gooo_l clear explanation of why there is such strong sotgelvent
agreement In the calculated and experimental bar_ld _osc'llatorcoupling in the electronic transition. Thus the CTTS transition
strelngth indicates that we have an accurate dgscrlptlon O.f theenergy is rather sensitive to the environment temperature and
excited state wave function and supports the notion thatasmglepressuré The range of the electron is somewhat larger (and

excitation de_scrlptloQ for the excited state is ad_efl“aFe- the wave function is more nonspherical) than that of an
The experimental line width of the CTTS transition is due to  equilibrated solvated electréf.

three major sources. (i) Inhomogeneous broadening due to the |5 gi spapshots examined, the CTTS wave function always
distribution of instantaneous configurations of the water network. 55 node between iodide core and frontier lobe. It has the
We have seen that this leads to a wide distribution of vertical 5nnearance of an orbital with a mixture of s- and p-character

transition energies (Figure 4). (i) Substructure in the overall \ith 3 radial node reminiscent to that of a hydrogenic 2s wave
band due to different electronic components. These first twWo fnction2 The observation of a radial node is consistent with
sources combined lead 0.5 eV full width at half-maximum  he CTTS precursor wave function in surface clusters where it
in our simulations. (i) Homogeneous broadening due t0 hag heen argued that this node leads to a repulsion between the
reorganization of the bulk water in response to the electronic separating electron and the iodine at¥nBreaking down the
excitation. A large part of this effect is due to movement of LOMO for the triplet anion at one test solvent configuration
waters in the first shefl>"* This is not included in our time-  (that shown in Figure 3) into its constituent basis functions
zero calculations. indicates that the orbital is almost entirely described by valence
In the series of effective one-electron model simulations of s (~30%), diffuse s{50%), and p (17%) type basis functions.
the hydrated electron and aqueous &ll three contributions  The orbital has only 2% of a d-character even when a full set
are included and in each case electronic substructure is importanbf diffuse d basis functions is included in the basis set. A similar
in determining the line shapé?! However, in Sheu and result is found considering the transition density matrix to the
Rossky's simulation of the'lCTTS band, six different substates CIS first excited singlet. This is in strong contrast +@5—
contribute with almost equal intensity to the spectral line with 80% d-character found by Sheu and Rossky in their lowest
total bandwidth of 0.8 eV, with approximately 0.4 eV width CTTS states, although the energetic ordering among the s and
for each subbant. The six subbands were assigned to promo- d states in their calculation switches with the effective size of
tion of the single electron from a single p state into one of six the iodine coré22! As stated earlier, we find that CIS
s- and dcharacter state®.Our CIS calculations clearly showa  promotions into an orbitals with strong d-character have much
group of only three excitations arising from promotion of one higher energies in our calculation. We suggest that the neglect
of three near-degenerate filledagpbitals to a single CTTS  of all other valence shell electrons in the one-electron model of
orbital. The CTTS orbital is primarily a mixture of s- and Sheu and Rossky may lead to an artificial lowering of the energy
p-character basis functions. We return to this discrepancy with of the d virtual orbitals.
the one-electron model of Sheu and Rossky below. Evolution of CTTS Electron into Solvated Electron. The
Unlike the solvated electron line shape, the observed iodide shape of the CTTS wave functions uncovered in this study is
CTTS line shape is Gaussian. The solvated electron band hagsather suggestive of the ensuing dynamics. Even on initial
long been known to have a complex line shape that can beexcitation, the strong asymmetry in the bulk environment has
approximated by a Gaussian function on the red side of the predisposed the electron to bud in a defined direction and is
peak and a Lorentzian to the bltfeAs detailed above, the  only in an ensemble average sense “still centered at the iodine
prevailing explanation for the solvated electron line shape has atom”!# Rearrangement of the adjacent waters, particularly
come from quantum/classical simulations with three underlying translation of molecules away from where the excess electron
s—p transitions split by the solvent asymmetry and a tail is beginning to localize and concomitant reduction in the size
explained by the onset of the liquid conduction bahdhis of the electron cloud to match an equilibrated electron are the
picture is supported by pumyprobe experiments in the band likely next steps. Other rearrangements, including waters
center’475Recently, it has been proposed on the basis of photon pushing in toward the iodine atom from the opposite side and
echo experiments, that the line shape for the solvated electronsolvent reorientation, are expected. Analysis of the instantaneous
can be described entirely by homogeneous broadening and thdirst and second derivatives of the ab initio energies at MD
line shape is a generalized Lorentzian, which deviates from a snapshots with an explicit first solvent shell should be useful
standard Lorentzian form when the central frequency is on the to quantify the dominant early nuclear motions.
order of the reciprocal dephasing tirffeThe iodide CTTS Also important is the observation that the range of the CTTS
transition is often compared to the solvated electron absorption electron, although diffuse with respect to the | atom, is restricted
band, but with respect to the line shape they are distinct: if the to the radius of the first solvent shell. Thus, it is reasonable to
CTTS line were to be purely homogeneously broadened with a expect the fully relaxed electron to localize within the first
comparable 2 fs dephasing time claimed for the solvated solvent shell, in excellent agreement with the conclusion from
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experimental studies in our laboratory. We have found on the instantaneous solvent configurations while at other snapshots
basis of analysis of geminate recombinafi@md solvation time the wave function fails to converge, indicating that it is very
scale¥ of the ejected electron from the iodide photodetachment likely unbound. These observations are fully consistent with
system, that electrons localize close to the parent iodine in strongour description above.

contrast to those liberated from the two-photon ionization of

water or the one-photon detachment of [Fe(gN) For H,O 6. Summary

ionization it is believed that the state accessed is fairly

delocalized (a mixture of molecular Rydberg and extended liquid V& have demonstrated a method to reproduce the ground
conduction band character depending on the exact excitationand excited state electronic structure of the iodide anion in water

energy®79, consistent with observed ejection range. Static and Presumably other simple anions in polar liquids. The method
quenching experiments further distinguish the electron range 'S computationally modest given the achieved accuracy and
of the optically pumped stafé:recent experiments in our lab zeroes in on the importance of electrostatic interactions with

reinforce that the iodide CTTS wave function is not highly 2" atomi((:jally resplve? Lepréz_ls__?_rétatir?n of the so\xentl in ft.h%
extended as compared to two-photon excited® or one- ahccuralte fes?rlpnofrI\ of the CTTS phenomenon. eha?:(?r'llg
photon excited [Fe(CN)* .7 that role of solvent fluctuations is more important to the

wave function and its energy than the fine detail of the ab initio
method.

The availability of unoccupied space is crucial and the
location and size of such voids in the close vicinity of the anion
varies strongly with time. It is instructive to compare a surface
hydrated iodide cluster whose CTTS precursor wave function
. pushes out into the vacuum, while for iodide at the bulk surface
changed when moving to the bulk. . A

. i . with longer range solvent polarization, the promoted electron

Calculations based on MD with all solvents as point charges prefers to be buried in the solvent wherever there is a void in
captures the vertical nuclear polarization but none of the e first solvent shell. Pauli repulsion with the solvent electrons
electronlc.response of the solvents in computing the.CTTS statej, the nearby shells makes only a small contribution to overall
energy. Given the success of the all charges model in reproduc-yescription. Likewise, the instantaneous electronic polarization
ing the binding energies, we surmise that it is the nuclear ot the solvent molecule electron distribution in response to
polarization that is most important here. Additional tests on the ygide electron promotion is not very large. Apparently, on
convergence of the ground and excited state binding energy antyomparing our results with the one-electron pseudopotential
the CTTS wave function extent with the range of the solvent {a5iment used for iodide in the dynamical simulati®resgood
nuclear polarization are instructive in this respect. The binding description of the electron binding to the neutral iodine atom
energy for both the ground and the triplet CTTS state steadily emains crucial even in the highly diffuse CTTS state. We
increase with the number of shells of water included in the herefore conclude that of the two early mode¥&; 15 the diffuse
charge field_; b)_/ the addi;ion of the sixt_h solvent shell (448 total |1,ogel emphasizing the long-range polarization is a better zero-
H-0), the binding energies are changing by only 0.05 eV. The qer picture, but the neglect of the iodine core, fluctuations of
CTTS wave function size is converged at five shells included he polarization field and creation of instantaneous asymmetry
in the polarization field. due to thermal disorder are serious limitations.

A number of recent ab initio calculations have characterized |t is perhaps clear from this study that the cluster CTTS
states as CTTS by evidence of charge transfer from parent aniomprecursor excited in the spectroscopy experiments of JoRhson
onto the water clusté®293233Qur calculations indicate that and whose femtosecond time dynamics is probed by Newhark
the excited electron prefers to fill voids between water mol- s a qualitatively different object than the CTTS state in solution.
ecules. When we include the first solvent shell explicitly, we The excited state HOMO probed in these cluster experiments
observe some excitation to unoccupied water orbitals; however, avoids the solvent and is highly delocalized, whereas in the bulk
since there is little quantitative difference between the explicit CTTS systems, the wave function is necessarily buried in solvent
first shell and all charges models, we will argue that in the bulk, and the vertical electron binding is almost an order of magnitude
charge transfer to an acceptor orbital associated with the solvenistronger. Our calculations indicate that in order to have direct
or cluster is not important. For the same reason, we concluderelevance to the bulk behavior a cluster model should contain

that the electronic polarization of the first solvent shell plays a minimum of four to five solvation |ayers around the halide
only a minor role. The essence of the presently used (electro-anion.

statically dominated) model is that the large nuclear polarization
around the iodide ion at the instant of photon absorption  Acknowledgment. We would like to thank Wen-Shyan Sheu
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Ingredients of the CTTS Binding. The binding in the cluster
is a rather small part of the overall binding in the bulk. This is
significant, and perhaps lost in concentrating on the transition
energy?63° The binding in the bulk appears to be determined
by the long-range solvent polarization, so, in comparison to
interior clusters, the qualitative description of the binding is
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